library(randomForest)

rf\_model <- randomForest(success~., data=train)

rf\_pred <- predict(rf\_model, test, type='response')

cm <- confusionMatrix(rf\_pred, test$success)

cm

library(kernlab)

svm\_rbf <- ksvm(success~., data=train ,kernel = "vanilladot")

pred\_rbf <- predict(svm\_rbf, select(test, -success))

agreement\_rbf <- pred\_rbf == test$success

> table(agreement\_rbf)

agreement\_rbf

FALSE  TRUE

  193   334

> prop.table(table(agreement\_rbf))

agreement\_rbf

    FALSE      TRUE

0.3662239 0.6337761

cm <- confusionMatrix(pred\_rbf, test$success)

cm

DT\_model <- C5.0(train, train\_label$train.success)

DT\_model

> summary(DT\_model)

Call:

C5.0.default(x = train, y = train\_label$train.success)

C5.0 [Release 2.07 GPL Edition]   Thu May  9 04:38:33 2024

-------------------------------

Class specified by attribute `outcome``

Read 2107 cases (18 attributes) from undefined.data

Decision tree:

rating <= 0.5135135: 0 (896/211)

rating > 0.5135135:

:...duration > 0.3904639: 0 (26/3)

    duration <= 0.3904639:

    :...is\_stellar = 1: 0 (23/5)

        is\_stellar = 0:

        :...teamSize <= 0.1351351: 0 (415/150)

            teamSize > 0.1351351:

            :...rating > 0.8108108: 1 (166/50)

                rating <= 0.8108108:

                :...hasReddit = 0: 0 (110/41)

                    hasReddit = 1: 1 (471/219)

Evaluation on training data (2107 cases):

      Decision Tree

    ----------------

    Size      Errors

       7  679(32.2%)   <<

     (a)   (b)    <-classified as

    ----  ----

    1060   269    (a): class 0

     410   368    (b): class 1

  Attribute usage:

  100.00% rating

   57.48% duration

   56.24% is\_stellar

   55.15% teamSize

   27.57% hasReddit

Time: 0.0 secs

# predict the model

DT\_pred <- predict(DT\_model, test)

# Evaluation

library(gmodels)

CrossTable(DT\_pred, test\_label$test.success,

           prop.chisq = FALSE, prop.c = FALSE, prop.r = FALSE,

           dnn = c('predicted', 'actual' ))

library(caret)

cm <- confusionMatrix(DT\_pred, test\_label$test.success)

cm

Appendix: Evaluation

sample\_size <- floor(0.8 \* nrow(ico\_testdata))

set.seed(123)

train\_ind <- sample(nrow(ico\_testdata), sample\_size)

train <- ico\_testdata[train\_ind, ]

test <- ico\_testdata[-train\_ind, ]

seed <- 7

metric <- "Accuracy"

set.seed(seed)

control <- trainControl(method="cv", number=5,search='grid')

tunegrid <- expand.grid(.mtry=c(1:10))

modellist <- list()

for (ntree in c(300,400,500,600,700,800)) {

  set.seed(seed)

  fit <- train(success~., data=train, method="rf", metric=metric, tuneGrid=tunegrid, trControl=control, ntree=ntree)

  key <- toString(ntree)

  modellist[[key]] <- fit

}

# compare results

results <- resamples(modellist)

summary(results)

best <- modellist['500']

best

$`500`

Random Forest

2100 samples

  17 predictor

   2 classes: '0', '1'

No pre-processing

Resampling: Cross-Validated (5 fold)

Summary of sample sizes: 1679, 1680, 1680, 1680, 1681

Resampling results across tuning parameters:

  mtry  Accuracy   Kappa

   1    0.6285706  0.00682849

   2    0.6552249  0.17960663

   3    0.6547555  0.19666484

   4    0.6452317  0.17783602

   5    0.6461886  0.18492617

   6    0.6433360  0.17834971

   7    0.6419040  0.17729483

   8    0.6457135  0.18567411

   9    0.6404754  0.17557894

  10    0.6347532  0.16602391

Accuracy was used to select the optimal model using the largest value.

The final value used for the model was mtry = 2.

dotplot(results)

![](data:image/png;base64,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)

# --- FINAL EVALUATION

> set.seed(300)

> library(randomForest)

> control <- trainControl(search='grid')

> tunegrid <- expand.grid(mtry=c(1:10))

> rf\_model <- randomForest(success~., data=train, ntree=500, tuneGrid=tunegrid, trControl=control)

> rf\_model

> rf\_pred <- predict(rf\_model, test, type='response')

> rf\_pred\_object <- predict(rf\_model, test, type='prob')

> cm <- confusionMatrix(rf\_pred, test$success)

> cm

pred\_object <- prediction(rf\_pred\_object[,2], test$success)

RF\_Eval <- performance(pred\_object, measure = "tpr", x.measure = "fpr")

plot(RF\_Eval, main = "ROC curve for success ico projects", col = "blue", lwd = 2)

abline(a = 0, b = 1, lwd = 2, lty = 2)

auc <- performance(pred\_object, measure = "auc")

# get the AUC value

auc\_RF <- auc@y.values[[1]]

auc\_RF

# 0.6822514